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ǒCray systems are designed to be High Productivity as well 
as High Performance Computers 
 
ǒThe Cray Programming Environment (PE) continues to 

provide a simple and consistent interface to users and 
developers. 

Renewed focus on improving scalability and reducing complexity 

 
ǒThe default Programming Environment provides: 

the highest levels of application performance 
a rich variety of commonly used tools and libraries 
a consistent interface to multiple compilers and libraries 
an increased automation of routine tasks 
 

ǒCray is committed to extending, developing and refining 
the PE. 

Frequent communication and feedback to/from users 
Strong collaborations with third-party developers 

 
 



Cray Software Ecosystem 

CrayPAT 

Cray Apprentice2 

Cray Iterative 

Refinement Toolkit 

Cray PETSc, CASK 

DVS 
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GNU 
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Cray Linux 
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An Adaptive Linux OS optimized specifically 

for HPC 
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ÅNo compromise scalability 

ÅLow-Noise Kernel for scalability 

ÅNative Comm. & Optimized MPI 

ÅApplication-specific performance 
tuning and scaling 

ESM ï Extreme Scalability 

Mode 

ÅNo compromise compatibility 

ÅFully standard x86/Linux 

ÅStandardized Communication Layer 

ÅOut-of-the-box ISV Installation 

ÅISV applications simply install and 
run 

CCM ïCluster Compatibility 

Mode 

CLE run mode is set by the user on a job-by-job basis to provide full flexibility 



Cray Integrated Programming Environment 
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3. Static Analysis 

5. Program Analysis Tools  

Source-to-Source optimizations 

1. Applications 
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Cray Programming Environment Distribution 
Focus on Performance and Productivity 

Programming 
Languages  

Fortran 

C 

C++ 

I/O Libraries 

NetCDF  

HDF5  

Optimized Scientific 

Libraries 

LAPACK 

ScaLAPACK 

BLAS (libgoto) 

Iterative 
Refinement 

Toolkit 

Cray Adaptive 
FFTs (CRAFFT) 

FFTW 

Cray PETSc 
 (with CASK) 

Cray Trilinos 
 (with CASK) 

Cray developed 

Licensed ISV SW  

3rd party packaging  

Cray added value to 3rd party 

3rd Party 
Compilers 

GNU 

Compilers 

Cray Compiling 
Environment 

(CCE) 

Programming 

models 

Distributed 
Memory  
(Cray MPT) 

Å MPI 

Å SHMEM 

PGAS & Global 
View 

Å UPC (CCE) 

Å CAF (CCE) 

Å Chapel  

Shared Memory 

Å OpenMP 3.0 

Å OpenACC  
 

 

Python 

 

 

ÅCrayPat 

Å Cray 
Apprentice2 

Tools 

Environment setup 

Debuggers 

Modules 

DDT 

lgdb 

Modules 

Debugging Support 

Tools 

ÅAbnormal 
Termination 
Processing 

Performance Analysis 

STAT 

Scoping Analysis 

Reveal 
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XE6 and XC30 Software Components 
Generational Commonality 
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Gemini Network 

Gemini - Hardware Abstraction Layer (HAL) 

Kernel-level Generic Network 

Interface (kGNI) 

CLE Linux Core 

MPI 
UPC & CAF PGAS  

Languages 
SHMEM 
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User-level 

Generic Network Interface (uGNI) 

Distributed Memory API (DMAPP) 

Kernel 

Gemini-aware optimized PE components 

MPI 

Applications 

PGAS/SHMEM 

Applications 

Cray Linux 

&  Network 
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Models 

Generic  

APIs 

User 

Applications 

XE6 Software Stack XC30 

Aries Network 
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Kernel-level Generic Network 
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Kernel 

Aries-aware optimized PE components 

MPI 

Applications 

PGAS/SHMEM 

Applications 

User-level 

Generic Network Interface (uGNI) 

Distributed Memory API (DMAPP) 
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Common Base 



Site Network 

External     

Cluster 

Manager 

BMC 

System 

Management 

Workstation 

Boot RAID 

SMW 
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Cray Content 

3rd Party Content 

Community Content 

  

System 

Config, 

Boot 

Manager, 

& 

Health 

Services 

 

 

Cray  

System  

Mgmt 

 

Linux 

Administrators 

The Cray System 

  

 

 

esFS 

esLogin 

esMS 
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Server 

Mgmt 

 

Linux 

 

Cray 

X86-64    

I/O 

Nodes 

 

External       
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Servers 

Globally Addressable Memory                           

Service 

x86 

PCIe 

Accelerator 

Memory 

GPU 

x86 

Compute 

 

 

 

 

 

 

Memory 

x86 

x86 

User Applications, Programs, & Scripts 

uGNI                 Cray APIs               DMAPP 

 

 

 

Enhanced Accelerator Libraries 

 

 

 

X86-64 Enhanced Libraries 

MPI  Scientific Other MPI  Scientific 

Programming Models 

OpenMP OpenACC CAF UPC SHMEM MPI Chapel  

Language Based Library Based 

ALPS Infrastructure 
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Cray 
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Cray 

x86-64 

Compute 

Nodes 

 

CUDA 

CUDA 

Directive Based 
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Appliance 
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OST 

Customer 

Filesystem 
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Programmers 

 

 

 

Linux Environment 

Development tools 

Workload Manager 

Cray Programming 

Environment 

 Compilers 

Debugging Tools 

 Performance Tools 

ALPS Launch 

Linux 

Modules 

MOM 

CLE 

gNI 

Cray High Speed Network 
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