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OUTLINE
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Free energy in statistical mechanics 

!

Free energy difference by improving the sampling 
along the evolution order parameters 

!

Enhanced exploration of the configuration space 
and disclosure of mechanisms of transformation



Complex Processes by MD
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1.5  2  2.5  3  3.5  4  4.5  5

RDF O-O 
Cl-H

~ few ns

Predictive power frustrated by sampling fast degrees of freedom 
with time-steps from < 0.1 fs (CPMD) up to 1 fs (MM)

Choose a suitable model of the system  

Determine the thermodynamic conditions ⇒ 
Ensemble averages 

Equilibrium sampling of physical quantities 



Rare Events
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Phase Transitions, Conformational Rearrangements,  
Chemical Reactions, Nucleation, Diffusion, Growth, etc.

Activation Energies Minimum energy pathways

Δ

Complex and high dimensional 
configurational space 

Multitude of unknown 
intermediates and  products 

Unforeseen processes, many 
irrelevant transition states 

Intrinsically multidimensional 
order parameter 

Entropic bottlenecks 

!
Diffusive trajectories

Exploration of configurational space



Hamiltonian MD
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A system of N particles in a volume V is completely determined through its Hamiltonian

Choice of ensemble: portion of phase space, microstates  
Difference in averages and fluctuations

NVE-P total energy and linear momentum are constant of motion

H({RI}, {PI}) =
�

I

P2
I

2MI
+ U(RI})

Ensembles
Constant Temperature

Constant Pressure

The Canonical Ensemble
Isobaric Ensembles
Lagrangian Equations

Macrostate vs Microstate

Counters, blue on one side and green on the other, 6� 6 checkerboard.
Each pattern is microstate, they are 236

The macroscopic description “15 green”: subset of patterns
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Counters, blue on one side and green on the other, 6×6 checkerboard

Each pattern is a microstate

Ensembles
Constant Temperature

Constant Pressure

The Canonical Ensemble
Isobaric Ensembles
Lagrangian Equations

Macrostate vs Microstate

Counters, blue on one side and green on the other, 6� 6 checkerboard.
Each pattern is microstate, they are 236

The macroscopic description “15 green”: subset of patterns
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Subset belonging to macrostate “15 green”



Canonical Partition Function
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The Laplace transform of the density of state

Q(N,V, T ) =

Z
exp(��E)⌦(N,V,E)dE

Probability of the macrostate at a given T

Q(N,V, T ) =
1

N !h3N

Z
exp

⇥��H(rN ,pN
)

⇤
drNdpN

=

1

⇤(�)3NN !

Z(N,V, T )

one dimensional integral over E replaced by configurational integral 
analytic kinetic part is integrated out

Z(N, V, T ) =
�

e��U(r)dr configurational partition 
function



Free Energy
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Helmholtz free energy or thermodynamic potential

A = � 1
�

lnQ(N, V, T )

Thermodynamics Statistical Mechanics

�A = � 1
�

ln
�

Z1

Z0

⇥

Q0 �
�

�0

e��H(r,p)drdp Macroscopic state 0 corresponds to a portion of 
the phase space : Γ0

Q0 �
�

�
e��H0(r,p)drdp Macroscopic state 0 corresponds to H0

Q0 �
�

�
e��0H(r,p)drdp Macroscopic state 0 corresponds to a value of a 

macroscopic parameter, e.g T

entropic and enthalpic 
contributions



Perturbation formalism

8

Reference (0) and target system (1) H1(r,p) = H0(r,p) + �H(r,p)

Probability of finding (0) in configuration  (r,p) P0(r,p) =
e��H0(r,p)

�
eH(r,p)drdp

�A = � 1

�
ln

R
e��H1drNdpN

R
e��H0drNdpN

= � 1

�
ln

R
e��H0e���HdrNdpN

R
e��H0drNdpN

Free energy difference

�A = � 1

�
ln

⌦
exp

⇥���H(rN ,pN
)

⇤↵
0

Integrating out the analytic kinetic part

⇥F(r,p)⇤1 =
⇥Fe���U ⇤0
⇥e���U ⇤0

�A0,1 = � 1
�

ln⇥e���U ⇤0



Limitations
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Accuracy ⇒ target and reference systems are similar⇒ overlapping regions

insufficient statistics or incomplete overlap ⇒ enhanced sampling

Γ 
0 

1 

0
Γ 

0 

1 

Γ 
0 

1 

0 0

�A = � 1

�
ln

Z
exp [���U ]P0(�U)d�U

Using a similar approach we can derive a formula for the statistical average of any
mechanical property F(rN

) in the target system, in terms of statistical averages over con-
formations representative of the reference ensemble

⌦

F(rN
)

↵

1
=

R

F(rN
)e��U1rN

R

e��U1rN
=

R

F(rN
)e���Ue��U0rN

R

e���Ue��U0rN
(11.22)

After multiplying both the numerator and the denominator by Z0, one obtains

⌦

F(rN
)

↵

1
=

⌦

F(rN
) exp

⇥

���U(rN
)

⇤↵

0

hexp [���U(rN
)]i0

(11.23)

Examples of properties that can be calculated are the average potential energy, forces,
molecular dipole moment or torsional angles in a flexible molecule.

Since �A is calculated as the average over a quantity that depends on �U , as expressed
in Eq. 11.21, then this average can be taken over the probability distribution P0(�U),
instead of P0(r

N
), thus giving a one dimensional integral over the energy difference

�A = � 1

�
ln

Z

exp [���U ] P0(�U)d�U . (11.24)

The integrand is the probability distribution multiplied by the Boltzmann factor, which
gives a shifted function as shown in Fig. 11.1. This indicates that the value of the integral
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Fig. 2.1. P0(�U), the Boltzmann factor exp (���U) and their product, which is the inte-
grand in (2.12). The low-�U tail of the integrand, marked with stripes is poorly sampled
with P0(�U) and, therefore, is known with low statistical accuracy. However, it provides an
important contribution to the integral

to (2.12), we obtain

exp(���A) =

Cp
2⇡�

Z

exp

h

�
�

�U � h�Ui0 � ��2
�2

/2�2
i

d�U (2.15)

Here, C is independent of �U

C = exp



��

✓

h�Ui0 � 1

2

��2

◆�

(2.16)

Comparing (2.13) and (2.15), we note that exp (���U) P0(�U) is a Gaussian, as
is P0(�U), but is not normalized and shifted toward low �U by ��2. This means
that reasonably accurate evaluation of �A it via direct numerical integration is pos-
sible only if the probability distribution function in the low-�U region is sufficiently
well known up to two standard deviations from the peak of the integrand or ��2

+ 2 standard deviations from the peak of P0(�U), located at h�Ui0. This state-
ment is clearly only qualitative — the reader is referred to Chap. 6 for detailed error
analysis in FEP methods. This simple example, nevertheless, clearly illustrates the
limitations in the direct application of (2.12). If � is small, e.g., equal to kBT , 95%
of the sampled values of �U are within 2� of the peak of exp (���U) P0(�U) at
room temperature. However, if � is large, for example equal to 4kBT , this percent-
age drops to 5%. Moreover, most of these samples correspond to �U larger than
h�Ui0 � ��2 (the peak of the integrand). For this value of �, �U smaller than the
peak of the integrand will be sampled, on average, only 63 out of 10

6 times. Not
surprisingly, estimates of �A will be highly inaccurate in this case, as illustrated in
Fig. 2.1. Several techniques for dealing with this problem will be discussed later in
this chapter and in Chap. 6.

Figure 11.1: P0 the Boltzmann factor, and their product. The low-�U tail of the integrand is poorly
sampled with P0(�U) and therefore is known with low statistical accuracy. However, it provides an
important contribution to the integral.

depends on the low-energy tail of the distribution. If the distribution is Gaussian

P0(�U) =

1p
2⇡�

exp



� (�U � h�Ui0)2
2�2

�

(11.25)
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Shifted function 
Low-𝚫U tail is poorly sampled 

low statistical accuracy 
but important contribution to 𝚫A 



Alchemical Transformations
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Protein ligand binding, host-guest chemistry, solvation properties, ...

A. E. Mark, Encyclopaedia of computational chemistry, 2, 1070 (1998)

Transformation (0)→(1)  as series of 

non-physical, intermediate states along a 
pathway characterized by the  

“coupling parameter”  λ

 Free energy as continuous function of λ through H(λ) H(�) = Henv + �H0 + (1� �)H1

Point mutation of alanine into serine: 
coexistence without seeing each other 

!
Interaction with side chain tuned through λ

158 E. Darve

When � = 0 one recovers the Lennard-Jones potential. When � = 1, the atom is
annihilated smoothly and the singularity disappears progressively. The parameter ↵
can be chosen to increase the smoothness of the free energy. A small ↵ results in a
near singularity around � = 1 while a large ↵ results in a near singularity around
� = 0. See article by Beutler et al. [55] for an algorithm to calculate an appropriate
value of ↵.

4.10.2 Thermodynamic Cycle

It is often the case that alchemical transformations are used to compare the binding
affinity of two ligands L1 and L2 to a receptor molecule R. For example L1 and
L2 might be two putative inhibitors of an enzyme R. If �A1 (respectively, �A2)
is the free energy of binding L1 (respectively, L2) to R, we can define the relative
binding affinity by ��A = �A2 � �A1.

The thermodynamic cycle shown in Fig. 4.15 can be used to greatly simplify this
type of calculation. For large molecules, computing the binding energy directly, by
modeling the association of say L1 and R, is a difficult task since large rearrange-
ments in R are involved. However, if one is interested in ��A only, then a shortcut
can be taken by observing that �A1 + �A4 = �A3 + �A2. Therefore instead of
computing �A2 � �A1 one can compute �A4 � �A3. �A3 and �A4 correspond
to the mutation of L1 to L2 either in water (�A3) or bound to R (�A4). Even
though experimentally only �A1 and �A2 are accessible, numerically it is easier to
calculate �A3 and �A4. See the discussion in Sect. 2.8.3.

4.10.3 � Dynamics

It is possible to treat the parameter � in the alchemical transformation as a dynamic
variable using an extended ensemble [56]. For simplicity of implementation, it has
been proposed to use two variables �0 and �1 such that �2

0+�2
1 = 1. The Hamiltonian

function is then defined as [57, 58]

H e
(x,p, �0, �1, p0, p1) = K(p)+

1

2m�
(p2

0 + p2
1)+�2

0U0(x)+�2
1U1(x), (4.51)

L 1

L 2

L1 + R

L 2 + R

DA1

DA4

DA2

DA3

Fig. 4.15. Thermodynamic cycle for the binding of L1 and L2 to a receptor molecule R.
Calculating �A3 and �A4 is often easier than �A1 and �A2

Figure 11.16: Thermodynamic cycle for the binding of L1 and L2 to a receptor R. Calculatind
�A3 and �A4 is often easier that �A1 and �A2.

11.12 Transition Path Sampling
To define a good reaction coordinate it is necessary to identify those degrees of freedom that
capture the essential physics of the process. In complex systems, however, such information
is often unavailable and this approach fails. In order to illustrate this problem in greater
detail let us consider, as an example, a volume of pure liquid water carefully cooled below
the freezing temperature. Although under such conditions the solid (ice) is the more stable
phase, the system can remain liquid for hours or days even for strong undercooling. The
reason for this behavior is that the phase transition from the liquid to the solid proceeds
through the formation of a small crystalline nucleus somewhere in the liquid. The nucleus
can then grow and the crystalline region eventually encompasses the whole sample. While
overall the free energy of the system decreases during the transition, the initial stages of the
freezing process are free-energetically uphill. This free-energetic cost is associated with
the formation of an interface between the solid and the liquid.

Within classical nucleation theory the free energy of the system as a function of the
radius r of a spherical crystallite can be expressed as

A(r) = 4⇡r2� + (4/3)⇡r3⇢s�µ (11.172)

where � is the surface tension of the solid/liquid interface, ⇢s is the particle number density
of the solid and �µ = µs � µl is the difference in chemical potential. The first term is the
surface energy of the nucleus and it is proportianal to the surface area of the crystallization
nucleus. The second term is proportional to the volume of the nucleus and, since the
chemical potetnial of the solid is lower than that of the liquid, gives a negative contribution
to the total free energy. For small sizes, the surface free energy is predominant, for growing
r the volume term is going to prevail. As a consequence, the free energy as function of r
increases initially. Then it reaches a maximum at a certain critical size r⇤ and rapidly
decreases after that. It is this free energy barrier that prevents the metastable liquid from
rapidly crystallizing and allows supercooled water to stay liquid for long times. Howevver,
he size of the critical nucleus is not sufficient to characterize the crystallization process.
Also the cluster shape and structure play an important role.

Not including important degrees of freedom in the definition of the reaction coordinate
can lead to problems, as illustrated in Fig. 11.17. In the figure an hypotetical free energy

243



Order Parameters
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Variables chosen to describe changes in the system

Reaction coordinate : the order parameter corresponds to the pathway 
along which the transformation occur in nature 

!
Collective variable : fully represented as function of coordinates 
!
Indicating intermediate stages of the transformation: mutation point

 Different possible definitions of OP 
!
Effects on accuracy and efficiency 
of ΔA calculations 

Set up of system with desired 
values of OP 
!
Smoothness of the simulated path

annihilation non-bondedtorsion angle



Extended Ensemble
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Select parameters, continuous functions of coordinates

⌦⇠(N,V,E, ⇠) =

Z
�[U(rN )� E]

⇣
⇧i�[⇠̂i(r

N )� ⇠i]
⌘
drN

⇠ = {⇠i}

⇠̂i(r
N )

Q⇠(N,V, T, ⇠) =

Z
e��U(rN )

⇣
⇧i�[⇠̂i(r

N )� ⇠i]
⌘
drN

A⇠ = � 1

�
lnQ⇠

Density of States

Canonical Partition Function

Free Energy

must distinguish among metastable states 
!

select specific configurations in the partition function

⇠̂i(r
N )



Stratification Scheme
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3 Methods Based on Probability Distributions and Histograms 85

Chap. 1 that the free energy difference, �A(⇠), between the states described by ⇠
and ⇠0 is

�A (⇠) = A (⇠) � A (⇠0) = ���1
ln

� (⇠)

� (⇠0)
. (3.13)

In practice, the continuous function �(⇠) is represented as a histogram consisting of
M bins. If all bins have equal size �⇠ = (⇠1 � ⇠0) /M then

� [⇠0 + (i � 0.5) ⇠] =

fi
X

j

fj

(3.14)

where fi is the number of sampled configurations for which the order parameter
takes a value between ⇠0 + (i � 1) ⇠ and ⇠0 + i⇠.

Combining (3.13) and (3.14) leads to a formula for histogram-based estimates
of � (⇠)

�A (⇠0 + (i � 0.5) ⇠) = ���1
ln

fi

f1
. (3.15)

In practice, this simple formula will hardly ever work, especially if the free energy
changes appreciably with ⇠. Consider, for example, two states of the systems, ⇠i

and ⇠j such that �A(⇠i) � �A(⇠j) = 5kBT . Then, on average, the former state
is sampled only seven times for every 1,000 configurations sampled from the latter
state. Such nonuniform sampling is undesirable, as it leads to a considerable loss of
statistical accuracy. For the free energy profile shown in Fig. 3.1, transitions between
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Fig. 3.1. Free energy of isomerization of butane as a function of the C–C–C–C torsional angle,
�. Because of high energy barriers, transitions between stable trans and gauche rotamers are
rare, which makes calculation of the free energy in a single simulation highly inefficient.
Instead, the calculation was performed in four overlapping windows, whose edges are marked
on the x-axis. In each window, the probability density functions and the free energies were
determined as functions of �. They were subsequently shifted so that they matched in the
overlapping regions, yielding the free energy profile in the full range of �

Figure 11.4: Free energy of isomerization of butane as a function of the C-C-C-C torsional angle
⇥. Because of high energy barriers, transitions between stable trans and gauche rotamers are rare,
which makes calculation of the free energy in a single simulation highly inefficient. Instead, the
calculation was performed in four overlapping windows, whose edges are marked on the x-axis. In
each window, the probability density functions and the free energies were determined as functions of
⇥.

consecutive windows overlap one can build the complete probability distribution by match-
ing P(⇠) in the overlapping regions, as illustrated in Fig. 11.4.

Stratification improves efficiency even if the free energy is constant and the motion
along ⇠ is strictly diffusing. In general, by dividing the entire range into L windows of
equal suze, the computer time required to acquire the desired statistics in each window, ⌧w,
is proportional to the characteristic time of diffusion within a window

⌧w / [(⇠1 � ⇠0)/L]

2

D⇠
. (11.57)

The total computer time is approximately

⌧ = L⌧w / (⇠1 � ⇠0)
2

LD⇠
. (11.58)

It decreases linearly with the number of windows, at least for large windows. For small
windows, the statistic accumulated is affected by more correlation. Anyway, ⌧w should
be longer than the time needed to equilibrate the system along the degrees of freedom
orthogonal to ⇠. In particular when the motion along ⇠ is strongly correlated with the
motion along orthogonal DoF, special care is needed. The windows must be large enough,
in order to to hinder the equilibration in the orthogonal DoF. For these reason, at some point
the reduction of the window size is not helping with the computational cost, but might spoil
the good statistical sampling.

11.6.1 Importance Sampling
A powerful strategy to improve the efficiency of free energy calculations is based on mod-
ifying the underlying sampling probability such that important regions in phase space are
visited more frequently.

217

Free energy butane isomerization

C-C-C-C

Probability distribution of the order parameter

�A(⇠) = A(⇠1)�A(⇠0) = ���1 ln
P(⇠1)

P(⇠0)

Histogram of M bins �⇠ = (⇠1 � ⇠0)/M

P(⇠0 + (i� 0.5)�⇠) =
fiP
j fj

Not uniform sampling

Restrain the system within a window by harmonic potential 
!
Overlapping windows 
!
Efficient sampling 
!
Reconstruct the full probability by matching

⌧ = L⌧w / (⇠1 � ⇠0)2

LD⇠



Importance Sampling
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Non-Boltzmann sampling to enhance the probability of important regions

P(w)
(⇠, T ) =

R
w(ˆ⇠(rN )) exp[��U(rN )]�[⇠ � ˆ⇠(rN )]drN

R
w(ˆ⇠(rN )) exp[��U(rN )]drN

positive bias 
w(ξ)

Free energy differences

�A(w)(⇠) = ���1 ln
w(⇠0)P(w)(⇠, T )

w(⇠)P(w)(⇠0, T )
= ���1


ln

P(w)(⇠, T )

P(w0)(⇠, T )
+ lnw(⇠0)� lnw(⇠)

�

Biasing potential 

w(⇠) = exp[��V (⇠)] U (b)(rN ) = U(rN ) + V (⇠(rN ))

Umbrella Potential  
connecting different regions of the phase space 



Umbrella Sampling
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Modify the underlying potential to obtain a uniform sampling : Vb(s) = -ΔA(s)

First guess  
&  

iterative improvement

P(b)
(s) =

1

Z

(b)

Z
dx exp (��(U(x) + Vb(s(x)))) �(s� s(x))

=

Z

Z

(b)
exp (��Vb(s))

1

Z

Z
dx exp (��U(x)) �(s� s(x))

=

Z

Z

(b)
exp (��(Vb(s) +A(s))) Probability in the 

presence of the bias 
 & 

un-biasing 
A(s) = � 1

�
lnP(b)(s)� Vb(s)�

1

�
ln

✓
Z

Z(b)

◆

U

(p)(x) = U(x) + Vb(s(x))

3 Methods Based on Probability Distributions and Histograms 89

Free Energy

Free Energy

Fig. 3.2. The unbiased free energy �A(⇠) (solid line), the biasing potential V (⇠) (dashed
line), and the free energy from the importance sampling (biased) simulation �A�(⇠) (dotted
line) as functions of the order parameter ⇠. �A�(⇠) was obtained by subtracting V (⇠) from
�A(⇠). In the top panel, the biasing potential was well chosen because �A�(⇠) is more uni-
form than �A(⇠). In the bottom panel, this is not the case and determining the free energy
from the importance sampling simulation is not expected to be more efficient than from the
unbiased simulation. Note that V (⇠) in this case has exactly the same shape as �A(⇠), but
a slightly wrong guess was made regarding its position along ⇠. If V (⇠) and �A(⇠) were
aligned the resulting free energy profile would be flat

are calculated parameters. It is equally easy to apply in both molecular dynamics
and Monte Carlo simulations, and it can be seamlessly combined with stratification
simply by applying separate biasing potentials to different windows. Finally, it is
compatible with all general methods for free energy calculations. Not surprisingly, it
is used in some form in almost every chapter of this book. In fact, we could have
introduced it in the previous chapter, in that one of its first and most influential
applications was in the context of free energy perturbation (FEP) [15].

Free Energy

Free Energy

Figure 11.5: The unbiased free energy �A(⇠) (solid line), the biasing potential V (⇠) (dashed line),
and the free energy from the importance sampling (biased) simulation �A(b)(⇠) (dotted line). In the
topo panel the bias was well chosen, and �A(b)(⇠) is more uniform than the unbiased profile. In
the bottom panel, this is not the case and determining the free energy from the importance sampling
simulation is not expected to be more efficient than from the unbiased simulation. In this case V has
he same shape as �A, but a slightly wrong guess was made regarding its position along ⇠. If the two
were aligned, the resulting biased profile would be flat.

This criterion is obviously closely related to the optimal choice of the bias, which provides
a uniform (flat) biased profile. In either cases it is possible to apply WHAM equations in
order to refine the choice of V in an adaptive fashion. One simply makes an initial guess
and performs a number of simulation steps to obtain a reasonably accurate histogram. The
results are used to reconstruct �A, which in turn is applied as an improved guess for V
in the next simulation. The process continues iteratively until satisfactory convergence of
the free energy profile is reached. In each iteration, the histograms obtained from all of the
previous runs are used to solve the WHAM equations for the latest estimate of �A.

The importance sampling can be associated with a stratification approach, such that a
different biasing potential is defined for each window used to span the entire range of the
order parameter ⇠. The bias potential used at the i-th window is denoted as Vi(⇠(rN

)). In
Fig. 11.6 a typical free energy profile or potential of mean force (PMF) along a reaction
coordinate is displayed. The x-axis is the reaction coordinate, the y-axis is the free energy.
The free energy is related to the probability density of the reaction coordinate through

A(⇠) = �kBT ln P(⇠). (11.66)

219

good Vb bad Vb

as flat as possible

�A(b)(s)

�A(s)

�Vb(s)



Good Coordinates for Pathways
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Capture the essential physics include all relevant 
DoF and properly describes the dynamics

q distinguishes between A and B but might fail in 
describing essential aspects of the transition

Discriminate configurations of 
reactants and products and 
intermediates 
!
Characterisation of the 
mechanisms of transition 

Reversibility 
!
Fast equilibration of orthogonal 
DoF (no relevant bottlenecks)



Hypothetical 2D Free Energy Landscape
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landscape as a function of two order parameters is displayed. Such a free energy surface
might result, for instance, for a system with a first-order phase transition. The variable ⇠
could then be the size of a cluster of the stable phase forming in the metastable phase and
⇠0 could be some other, important degree of freedom. Due to a rare fluctuation a system
initially in the metastable state A can overcome the nucleation barrier following a pathway
(thick solid line) that crosses the transition state corresponding to the critical nucleus. After
passing the transition state the system then relaxes into B. Although ⇠ can be used to tell
whether the system is in A or in B, it fails to capture all important features of the transition.
Indeed, during the transition a systematic motion along ⇠0 must occur. The failure becomes
apparent by computinf the free energy profile as a function of ⇠ only. This function, shown
in the bottom panel of the figure, displays a barrier with top at ⇠⇤, which des not coincide
with the transition region. Rather, configurations with ⇠ = ⇠⇤ (distributed along the dotted
line) will most likely belong to the basins of attraction of regions A or B.7 Transition Path Sampling and the Calculation of Free Energies 251

(b)

(a)

xx*

x′

x
A(x )

B

A

Fig. 7.1. (a) Hypothetical free energy landscape A(⇠, ⇠�) as a function of two selected degrees
of freedom ⇠ and ⇠�. Such a free energy surface might result, for instance, for a system with a
first-order phase transition. The variable ⇠ could then be the size of a cluster of the stable phase
forming in the metastable phase and ⇠� could be some other, important degree of freedom. Due
to a rare fluctuation a system initially in the metastable state A can overcome the nucleation
barrier following a pathway (thick solid line) that crosses the transition state corresponding
to the critical nucleus. After passing the transition state the system then relaxes in the stable
state B. Although the cluster size ⇠ can be used to tell wether the system is in state A or B
it fails to capture all important features of the transition because during the transition system-
atic motion along ⇠� must occur. (b) The failure of ⇠ to include the essential physics of the
transition becomes apparent when we determine the free energy of the system as a function of
the variable ⇠ only, A(⇠) =

R

d⇠� exp{��A(⇠, ⇠�)}. This function, shown in the lower panel
of the figure, displays a barrier separating the ⇠-values corresponding to the region A from
those from region B. The top of the barrier, located at ⇠⇤, does, however, not coincide with
the transition region. Rather, configurations with ⇠ = ⇠⇤ (distributed along the dotted line in
the upper panel) will most likely belong to the basins of attraction of regions A or B

along a given reaction coordinate [10]. Of course, it is also trivially possible to gen-
erate an equilibrium distribution in configuration space by applying path sampling
techniques to a path probability in which the requirement that paths start and end in
certain regions has been removed. In this case free energies can be simply calculated
from configurations lying on the sampled pathways [11]. For such an unconstrained
ensemble of pathways additional precautions must be taken to guarantee that the rare
event of interest occurs at least on some of the trajectories collected in the simulation.
These issues are discussed in Sect. 7.4.

Transition path sampling can also be helpful in the calculation of free ener-
gies in the context of fast-switching methods described in Chap. 5. As shown by
Jarzynski [12], equilibrium free energies can be computed from the work performed
on a system in repeated transformations carried out arbitrarily far from equilib-
rium. From a computational point of view, this remarkable theorem is attractive
because it promises efficient free energy calculations due to the reduced cost of

Figure 11.17: Hypothetical free energy landscape.

The transition path sampling (TPS) method is a computer simulation technique de-

244

Not including 
important DoF leads 

to wrong 
interpretation 



Some simple collective variables
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Distance 

Angle 

Dihedral 

Difference of distances 

!
Generalised coordination number 
!
!
!
Generalised displacement

Derivable function of the degrees of freedom to which a given value can be assigned

•First •Prev •Next •Last •Go Back •Full Screen •Close •Quit

Generalized Coordination Number

Select two arbitrary lists of atoms L1 and L2 and a reference distance r0

CL1L2 =
1
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⇤
 ⌥
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Coordination number

D[klm]
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1
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�
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�

j�L2
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⌃



RMSD 

!
!
!
!
!
Position along the path !
!
!
Distance from the path

Path Collective Variables
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Knowing end-points or a full approximate path (NEB)

B

A

s(R) =
�

k

[Rk(R)]nkck

s(R) =
1

P � 1

�P
k=1 k e��||S(R)�S(k)||2

�P
k=1 e��||S(R)�S(k)||2

z(R) =
1
�

ln

�
P⇤

k=1

e��||S(R)�S(k)||2
⇥

Rk(R) =

⇥�Ndist
j (dj(R)� d(k)

j (R))2

Ndist
Rk(R) =

⇥�
i(Ri �R(k)

i )2

N



Dialanine in vacuum
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Ramachandran plot

competitive paths

linear interpolation for the initial path 
!

s and z in terms of coordinates 
!

multidimensional path 

D. Branduardi, F.L. Gervasio, M. Parrinello, J. Chem. Phys. 126 (2007) 054103



CP2K input for CV
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In SUBSYS add one section per CV

    &COLVAR!
       &COORDINATION!
          KINDS_FROM  N!
          KINDS_TO   O!
          R_0 [angstrom]  1.8!
          NN  8!
          ND  14!
       &END COORDINATION!
    &END COLVAR

    &COLVAR!
      &DISTANCE_FUNCTION!
        ATOMS 4 6 6 1 !
        COEFFICIENT -1.00000!
        # distance 1 = ( 4 - 6 )!
        # distance 2 = ( 6 - 1 )!
      &END DISTANCE_FUNCTION!
    &END COLVAR!

    &COLVAR!
      &DISTANCE!
        AXIS  X!
        ATOMS 1 4!
      &END DISTANCE!
    &END COLVAR

   &COLVAR!
     &RMSD!
       &FRAME!
         COORD_FILE_NAME planar.xyz!
       &END!
       &FRAME!
         COORD_FILE_NAME  cage.xyz!
       &END!
       SUBSET_TYPE LIST!
       ATOMS 1 3 5 6 8 9!
       ALIGN_FRAMES  T!
     &END!
   &END



Constraints and Restraints
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  &CONSTRAINT!
    &COLLECTIVE!
      COLVAR 1!
      INTERMOLECULAR!
      TARGET        5.!
      TARGET_GROWTH   1.1!
      TARGET_LIMIT     10.!
    &END COLLECTIVE!
  &END CONSTRAINT!

    &COLLECTIVE!
      TARGET [deg] 0.0!
      MOLECULE 1!
      COLVAR 1!
      &RESTRAINT!
          K   [kcalmol] 4.90!
      &END!
    &END COLLECTIVE

In MOTION add one section per constraint



Geometrical Constraints
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To freeze fast degrees of freedom and increase the time step: e.g., 
intra-molecular bonds by distance constraints 

To explore only a sub-region of the conformational space 

As reaction coordinates : constrained dynamics and thermodynamic 
integration   

To prevent specific events or reactions

Implicit functions of the degrees of freedom of the system

Lagrange formulation for simple constraints, functions of RI

The Lagrange multipliers ensure that positions 
and velocities satisfy the constraints

�({RI},h,�) = 0 �̇({RI},h,�) = 0

L�({RI}, {PI}) = L({RI}, {PI})�
�

�

��⇥({RI})



Shake-Rattle algorithm
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First update of velocities (first half step) and positions 

!
Positions’ correction by constraint forces 

Calculation of the new forces FI(t+∂t) 

Update of velocity (second half step)  

Correction by the constraint forces

Modified velocity Verlet scheme by  additional constraint forces

H.C. Andersen, J. Comp. Phys., 52, 24 (1983)

V �
I = VI(t) +

�t

2MI
FI(t) R�

I = RI(t) + �tV �
I

RI(t + �t) = R�
I +

�t2

2MI
g(p)

I (t)

VI(t + �t) = V �
I +

�t

2MI
[FI(t + �t) + g(v)

I (t + �t)]

Constraint Forces

g(v)
I (t) = �

�

�

�(v)
�

⇤⇥�({RI})
⇤RI

g(p)
I (t) = �

�

�

�(p)
�

⇤⇥�({RI})
⇤RI

Set of non-linear equations solved iteratively 

∑

I

∂σα

∂RI
VI =

∑

I

∂σα

∂RI
· V

′

I +
∑

β

(

∑

I

δt2

2MI

∂σα

∂RI

∂σβ

∂RI

)

λ
v
β = 0

e�({�⇤}) = �
�

⇥

J�1
�⇥ ⇥⇥({�⇤}) J�⇥ =

⇤⇥�({�⇤})
⇤�⇥



Thermodynamic Integration
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A(�1)�A(�0) =
� �1

�0

dA

d�
d�

along a one dimensional 
generalized coordinate ξ(x) 

Path-independent

dA

d�
=

�
⇤H
⇤⇥ e��Hdq1..dqN�1dp⇥..dpq

N�1�
e��Hdq1..dqN�1dp⇥..dpq

N�1

(x,p)� (�, q1..qN�1, p
�..pq

N�1) generalized coordinate to simplify derivative

=
�

⇥H
⇥�

⇥

�

force at ξ,  averaged over 
fluctuations of other DoFinstantaneous force on ξ

Potential of Mean Force exerted on ξ

�
⇤H
⇤⇥

⇥

�

=
�

⇤U

⇤⇥
� 1

�

⇤ ln |J|
⇤⇥

⇥
[J]ij =

�xi

�qj

mechanical + entropic



Blue Moon Ensemble
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H� = H+ �(⇥ � ⇥(r))

F(S)

StMD1

tMD2

SMD1 SMD2 SMD3

MD1
MD1

fSMDn
= −

∂F(S)

∂S

∣

∣

∣

∣

MDn

ξ

A(ξ)

ξ1 ξ2 ξ3

��⇥(⇥ � ⇥(r))

Fixman Potential

Series of constrained MD simulations 

�̇ = 0 : p�(q,pq)

un-constrained <..> = constrained corrected <..>F

H�
F = H� +

1
2�

lnZ⇥ Z� =
⇤

i

1
mi

�
⇥�

⇥xi

⇥2

independent 
MD replica 

mean force acting on the 
system to hold ξ constant

dA

d⇥
= ��F ⇥F

��̇

mean force acting on ξ 
related to external force 

to hold ξ constant



...some difficulties
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Many estimates at ξ to reduce statistical errors 

Many windows to get accurate integrals  

May not be easy to prepare by hand  the system at given ξ  

Different possible pathways: the starting configuration 
selects one path, but crossing is rare, ξ(r)=ξ partially sampled 
or rate limiting 

Multidimensionality (more coordinates) too expensive

MD performed at fixed ξ, collecting statistics of the force acting 
on ξ  ⇒ λ∇ξ, constraint force 



De-protonation of P(OH)5

28N. Doltsinis et al, PCCP, 5, 2612 (2003)

Order Parameter : coordination of a specific donor phosphorane O (r0=1.3 A)

axial

equa.

gradually reducing n

corrected MF

∆A(n)

de-protonation and 
formation of Zundel ion 

H3O+ breaks loose 

chain of proton transfers 

protonation of axial OH 

formation of H3PO4 and 
subsequent de-protonation

equivalent PO in 
solvated P(OH)5 

Pronounced 
equatorphilicity of O- 

in PO5H4 -



Parallel Tempering
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Running M replica at different T 
high T to explore large part of the phase space 

low T  to sample precisely local minima

T1 < T2 < .. < TM

exchange ensures access to 
all local minima at low T

Equilibration + swap attempt + rescaling of velocities

Swapping acceptance 

Energy histogram

� � (N)1/2

likelihood that two replicas 
have overlap in phase space

M and ∆T strongly affect sampling 
efficiency and computational costs

�IJ = min
�

1, e�(�I��J )(U(rI)�U(rJ ))
⇥



Distribution dihedral of Gly-2
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Penta-peptide system in gas phase(Try-Gly-Gly-Phe-Met), all-atom AMBER

Eight temperatures 
replica exchange 
simulation, over 1 ns

Regular NVT MD Replica exchange

200 K 

700 K

Y. Sugita et al, CPL, 314, 141 (1999)



Transition Path Sampling
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Statistical, reaction-coordinate free description of 
pathways connecting long-lived stable states 

z(τ)≣{z0,z∆t,...zτ} 

The probability distribution in the pathway ensemble 
depends on ρ(z0) and the dynamics 

!

!

Good description of initial and final states required by 
definition of multidimensional ξ(r) to identify A and B 

large enough to contain equilibrium fluctuations 

no overlap with opposite basin of attraction

P[z(⇥)] = �(z0)
�/�t�1�

i=0

p(zi�t � z(i+1)�t)

r

ρ(z0)

Markovian processes

ξ1

ξ2



Path generation
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Focused on the sub-ensemble of pathways 
containing barrier-crossing events 

!
!
Random walk in TP-ensemble by Metropolis MC :  
detailed balance criterion 
!
!
!
!

!
The most probable reactive trajectories are 

identified and transition mechanisms are 
characterised

Transition-path-ensemble

Shooting

Shifting

pacc[zn(�)� zo(�)] = min
�

1,
PAB [zn(�)]pg[zn � zo]
PAB [zo(�)]pg[zn � zo]

⇥

Efficiency: 
!

 zn and zo as different 
as possible 

 pacc[zn ➔ zo] as large 
as possible

pacc[zn(⇥)� zo(⇥)] = hA(zn
0 )hB(zn

� ) min
�

1,
�(zn

0 )
�(zo

0)

⇥

PAB [z(�)] = hA(z0)P[z(�)]hB(z� )/ZAB(�)



Metadynamics
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Canonical equilibrium distribution under potential V(r) 

Choose a set of relevant Collective Variables S(r):{Sα(r)}, such that the 
process is well defined in the reduced space  Σ(S) 

!
!

 Perform MD and re-map each micro-state by projecting the trajectory 
into the configuration space  Σ(S):     meta-trajectory     S(r(t)) 

Enhance the exploration by adding a penalty potential that discourages 
the  system to visit already explored macro-states 

!
!
New probability distribution generated under the action of V+VMTD

P (S) =
e��A(S)

�
dS e��A(S)

A(S) = � 1
�

ln
�⇤

dr e��V (r)⇥(S� S(r))
⇥

VMTD(S(r), t) =
�

t⇥=�G,2�G,...

Wt⇥e
� [S(r)�S(rG(t⇥))]2

2�S2

 A Laio et al. Proc. Natl. Acad. Sci. U.S.A., 99, 12562 (2002) 
M Iannuzzi et al, PRL, 90, 238302 (2003)



History Dependent Potential
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Non Markovian Coarse-grained MD

Escape

S

F(S)

V(t)

t1

t2

t3

t4 Fill-up by successive contributions 
Keeping track of the explored space 

Direct estimate of FES topology

Eliminate metastability and reconstruct A(S) within Σ(S)

AG(S, t) = �VMTD(S(r), t)

Flattening of free energy surface

W/�G � 0

�A(S) = A(S)�AG(S, t)
P (S) � e��[A(S)�AG(S,t)]

��A(S)⇥

C Micheletti et al, PRL, 92, 170601 (2004)

�tMD � ⇥G � ⇥s



2D FES
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Histogram of a trajectory generated by V+VMTD 
provides a direct estimate of free energy



Extended Lagrangian MTD
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M Iannuzzi et al, PRL, 90, 238302 (2003)

Introduction of auxiliary variables s : {sα} one for each Sα(r) 
with large enough M

Enforcing adiabatic separation,            other time scales and memory effects

thermalization coupling to system 
DoF

sampling 
enhancement

L = K � V (r) +
�

�

1
2
M�ṡ� �

�

�

1
2
k�(s� � S�(r))2 � VG(s, t)

VG(s, t) =
�

t⇥<t

Wt⇥e
� (s�sG(t⇥))2

2�s2

Ak(s) = � 1
�

ln
�⇤

dr e��[V (r)+ 1
2

P
� k�(s��S�(r))2]

⇥

For large t and slow deposition rate, VG approximates the free 
energy and the meta-trajectory s(t) follows the MEP

lim
k�⇥

Ak(s) = A(s)

�s �



Equations of Motion
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Smooth and continuous meta-trajectories that follow the minimum energy 
pathway are obtained by a modified Velocity Verlet algorithm 

!
By the assumption that Sα is function only of RI

Modified force on ions due to the coupling with the dynamics of the 
meta-variables

Force on the meta-variable

Vharm and VMTD generate opposite contributions

The Metadynamics Lagrangian generates fictitious dynamics 
describing the most probable pathways

f�(t) = k�(S�({RI(t)})� s�(t))� ⇥

⇥s�
VMTD(s, t)

fI(t) = f (0)
I (t)� k�(S�({RI(t)})� s�(t))

�S�

�RI



Gaussian anisotropic shape
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Different CVs, anisotropic A(s), different diffusion coefficients

�s� = L�/D� �� = s�/L�

VG(s, t) =
�

t⇥<t

Wt⇥e
�

P
�

(s��s�(t⇥))2

2(�s�)2

Δs⊥ (input)

Δs//

t1

t2

t3

t4

tn

Accumulate slices

 along the trajectory

MTD trajectory

re-shaped Gaussian tube

VG(s, t) =
�

t⇥<t

Wt⇥e
� (s�sG(t⇥))2

2�s2

� e
� [(s�sG(t⇥))·dG(t⇥)]2

2||dG(t⇥)||4

dG



Accuracy of FES profile
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C Micheletti et al, PRL, 92, 170601 (2004) 
A Laio et al, JPC-B  109, 6714 (2005)

Dynamics generating the equilibrium distribution associated with A(s)-AG(s,t)

�(s, t) =
�
⇥(AG(s, t) � A(s) � ⇥AG(s, t) � A(s)⇤)2⇤

Averaging over many independent trajectories

�̄(t) =
�
� ds �(s, t)�

� ds

100 300 500 700 900

0.2

0.6

1

number of Gaussians

er
ro

r

different 
A(s) 

profiles

⇥̄ = C(d)

�
V���s�W
�D�⇤G�

ttot = ⇥G

⇥
�:A(s)<Amax

ds(Amax �A(s))

(2�)d/2W
�

� �s�

too large ∆s would smear out 
A(s) details : ∆s/L<0.1 

!
Only relevant time scale is τs 

!
the error depends on τG/W 

small Gaussians more frequently 
is better 

Empirical error estimate

⇥̄ �

⇥
⇥⇤s⇥Ā
ttot�

V��
� �s�



To be considered ...
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The selected CV must discriminate among the relevant states (reactants, 
products, TS)  

The number of hills required to fill the well is proportional to 1/(∆)NCV  

The sampling of large variations of the CV over almost flat energy regions is 
expensive: diffusive behavior 

MTD is not the true dynamics. Reaction rates are derived a posteriori from the 
estimated FES  

The analysis of the trajectory is needed to isolate the TS  

With proper choices of CV and parameters, the MTD trajectory describes the 
most probable pathway  taking into account also possible kinetic effects (lager 
and shallower channels are preferred)  

The accuracy in the evaluation of the FES depends on hills’ shape and size, and on 
the deposition rate. The ideal coverage  VG ({S})= -A({S}) (flat surface)





Phase Transitions
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Crystalline Silicon can assume different lattice structures. Phase 
transitions induced by external pressure are known from experiment

Metadynamics is able to explore all the accessible metastable 
states, without requiring any over-pressurization 

!
Collective variables: the 3 vectors that define the simulation box

h = [a1,a2,a3]

Dia βtin

SHex

Evolution of the cell 
parameters during the 

metadynamics run



Silicon: Diamond, B-tin, Simple Hexagonal
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Dia

SHex

βtin

Structural analysis by radial correlation function



Implantation Process
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Ar+ at 50 eV striking the rim

Time [fs]

Temperature [K]

Ar

N

B

Rh

Partial Charge (Mulliken)

B (662)

N (829)



hBN Reconstruction
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Metadynamics to accelerate the 
simulation of the healing process

Coordination

B def

N def

Time [ps]

2.5

2

1.5

1

654321

0

-0.4

0.4

0.8

Partial Charge

654321



Imidazole-2EO: proton conductor

46

Spacer

Iter-pair

Intra-pair

Defect in the Chain

[001]

Generalized relative displacement

Good conductivity in doped samples  
!

Dynamical disorder of local hydrogen-
bond patterns 

!
Fast microscopic rearrangements

G.R. Gowers, J. Phys. Chem. B, 106, 9322 (2002)

Coordination numbers and/or rotation angles

D[001]
H,N ({RI}) =

1
NH

�

i�H

di · v̂[001] �
1

NN

�

j�N

dj · v̂[001]



Excess-proton 

a b
 DFTPT in CPMD

H-Doped Optimized Structure



Structure Diffusion
Excess proton: structural distortion

Fluctuating hydrogen-bond network: 
structure diffusion 

Mobility induced by excess protons 

Monitoring defect diffusion by 
activating 5 Collective Variables

Facile intermolecular proton hopping 

Proton transferred over 4 molecules 

Complex pathway with several intermediates 

Rearrangement of the h-bond network 

Stabilizing role of O...H interactions
S
C
N

SD

SCN

-5 -4 -3 -2 -1 0

1

1.2

1.4

1.8

1.6

FES(kcal/mol)

0

-10

-20

10

EF
B

C

SD

A

Explored FES

M Iannuzzi, Parrinello, PRL, 93, 025901(2004);  
M. Iannuzzi, JCP, 124, 124710 (2006) 48



On Pristine Graphite 

The NO2 radical, instead, moves farther from the surface as shown in Fig. 2(a). Along the

energy profile in  Fig.  1,  the region corresponding to  this intermediate  configuration is

labeled by the letter  B.  A first estimation of the energy barrier for this process can be

inferred by the fluctuation of the KS energy soon before the dissociation, and it is about

35-40  kcal/mol.   Immediately  after  the  dissociation,  the  biradical  system  is  further

stabilized by the transfer of the H atom from the hydroxyl radical to the NO2 group, with

formation of nitrous acid HNO2 (process 4). Free from the H atom, the O atom on the

surface prefers an epoxide configuration, i. e. it forms two bonds with two neighboring C

atoms, as shown in Fig. 2b. Along the energy profile the regions corresponding to this

closed shell configuration are indicated by C,

NO2+ graphite–OH → HNO2 + graphite−O (4)

(a) (b)

Figure  2.  (a)  Geometry  of  the  intermediate  B,  hydroxylated  surface.  (b)  Geometry  of  the

intermediate C, surface with an epoxide-like group.

The  two  possible  adsorbates  on  graphite,  O  and  OH,  have  been  already  observed  in

previous experimental
[51]

 and theoretical  studies.
[21,  52,  53]

 In  particular,  the  adsorption of

oxygen on graphite and on single walled carbon nanotubes,  has been investigated in a

1349

Minimum Erel(kcal/mol) Electronic shell

A   0.0 closed

B 28.8 open

C 26.9 closed

Table 2.  Relative energies, Erel, and type of the electronic shell for the states  A,  B and C.  The

energy values refer to the optimized geometries.

In Fig. 4 the black and white iso-surfaces reproduce the spin-up and spin-down densities,

in the optimized B state. The spin distribution on the NO2 radical is delocalized over the

three atoms, due to the delocalized nature of the molecular orbital that bears the unpaired

electron.  The delocalization of the spin density on the graphite layer is a consequence of

the characteristic π electronic system.  The coexistence of the spin delocalization and the

spin polarization mechanisms induce a regular pattern in the distribution.[56,57]  Namely, the

π    band,  where  the  unpaired electron is  accommodated,  is  delocalized over  the odd

neighbours of the C' atom (first, third etc.), therefore the electron density on these atoms

carries a spin of sign opposite to the spin of the unpaired electron of NO2.  On the other

hand, the presence of the unpaired electron in the valence band polarize the electron pairs

in the bonds, and a spin density is induced also on the even neighbours of C' (second,

fourth etc.), but of the opposite sign.  

Figure  4. Representation  of  the  isodensity  surface  (0.003e-/bohr3)  of  the  spin  density  for  the

lowest energy singlet state of B.

16

B

Three CN as CVs : N vs O, O vs C, N vs C

The first event is OH dissociation and hydroxilation of 
the surface (~35 kcal/mol), with formation of bi-

radical system. System stabilized by the formation of 
H-bond and delocalization of the unpaired electron 
transferred to the surface. sp3 hybridization of C’

hydroxilation

The NO2 radical, instead, moves farther from the surface as shown in Fig. 2(a). Along the

energy profile in  Fig.  1,  the region corresponding to  this intermediate  configuration is

labeled by the letter  B.  A first estimation of the energy barrier for this process can be

inferred by the fluctuation of the KS energy soon before the dissociation, and it is about

35-40  kcal/mol.   Immediately  after  the  dissociation,  the  biradical  system  is  further

stabilized by the transfer of the H atom from the hydroxyl radical to the NO2 group, with

formation of nitrous acid HNO2 (process 4). Free from the H atom, the O atom on the

surface prefers an epoxide configuration, i. e. it forms two bonds with two neighboring C

atoms, as shown in Fig. 2b. Along the energy profile the regions corresponding to this

closed shell configuration are indicated by C,

NO2+ graphite–OH → HNO2 + graphite−O (4)

(a) (b)

Figure  2.  (a)  Geometry  of  the  intermediate  B,  hydroxylated  surface.  (b)  Geometry  of  the

intermediate C, surface with an epoxide-like group.

The  two  possible  adsorbates  on  graphite,  O  and  OH,  have  been  already  observed  in

previous experimental
[51]

 and theoretical  studies.
[21,  52,  53]

 In  particular,  the  adsorption of

oxygen on graphite and on single walled carbon nanotubes,  has been investigated in a

13

C
H transfer 

reactive NO2 system is slightly 
stabilized; closed shell, only 

1.9 kcal/mol more stable than 
open shell. 

Epoxide structure migrates 
over the surface

 

20

 

Figure 6. Geometry of the TS structure corresponding to the one-step epoxidation of the surface (TS4). 

The N···O distance is 1.68 Å, whereas C'···O is 1.70 Å. The NOC' angle is 130.1°, i.e. very far from 

linearity. Already at this stage the C' atom undergoes a strong sp3 hybridization and pyramidazilation, 

1.47 Å being the average of the C’–C distances and 352.6° the sum of the three CC’C angles. The most 

important contributions to the normal mode with the imaginary frequency (525i cm-1) are the ones 

coming from the O, N and C' atoms where the formation/breakage of N-O and C'-O bonds is observed 

(see Supporting Information). The energy of TS4 is 31.2 kcal/mol higher than the energy of state C. 

This means that starting from A we should expect an energy barrier of about 61 kcal/mol for the direct 

epoxidation. This makes this mechanism less probable than the two-step process, A-B-C. 

 

Figure 7. Energy profile for the minima and TS found for the oxidation of the graphite surface by 

means of HNO3 and related processes after applying the metadynamics technique. 

 

Conclusions 

By making use of the new metadynamics method we find that the interaction between the graphite 

surface and the nitric acid molecule is slightly repulsive in the absence of functionalities. Nevertheless, 

graphite can catalyze the dissociation of nitric acid if the partial gas pressure is such as to guarantee a 

MEP energy profile

recent DFT/PW study, where they also observe  the formation of a  highly stable spin

singlet epoxide structure.
[52]

After the first dissociation, the H atom is exchanged several times between the O atom on

the surface and the NO2 group; while the molecular fragment fluctuates back and forth

over the surface. When the O atom is free from the H atom and forms the epoxide, it  also

migrates over the surface,  by breaking one of the two bonds of the epoxide and binding to

a new C atom on the opposite side of the fixed bond (Fig. 3).

At about 9 ps, we observe the the back-transfer of the O atom from the surface to the

HNO2 molecule (process 5) (about 45 kcal/mol barrier)

HNO2+ graphite–O → HNO3 + graphite (5)

and the system falls back into the initial reactants state.

Since, after this first recrossing, the MTD trajectory has already visited the lowest energy

reaction  path,  the  further  prolongation  of  the  MTD  run  can  drive  the  system  along

alternative pathways,  if available,  possibly  through TS higher in energy. 

Figure 3.  Sketch of the TS in the hopping process of the O atom over the graphite surface. 

Eventually, a new graphite oxidation process is observed, but this time the attacking O

atom is not the hydroxyl O atom. In facts this is a one step reaction, which is exactly the

inverse of process 5. This one-step process requires much higher activation energy with
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Figure 6. Geometry of the TS structure corresponding to the one-step epoxidation of the surface.

The N···O distance is of 1.68 Å, whereas the C'···O one is  1.70 Å. The NOC' angle is

130.1°, i.e. very far from linearity. Already at this stage the C' atom  undergoes a strong  s 

sp3 hybridization and pyramidazilation, being 1.47 Å the average of the C’–C distances and

352.6° the sum of the three CC’C angles. The TS energy is 32.1 kcal/mol higher than the

energy of state C. This means that starting from A we should expect an energy barrier of

about 59 kcal/mol for the direct dissociation. This makes this mechanism less probable

than the two-step process, A-B-C. 

 Figure 7. Energy profile for the minima and TS found for the oxidation of the graphite surface by

means of HNO3 and related processes after applying the metadynamics technique.

Concluding remarks

By making use of the new MTD method we find that the interaction between the graphite

surface and the nitric  acid  molecule  is  slightly  repulsive  in  absence  of  functionalities.

Nevertheless, the dissociation of nitric acid can be catalyzed by the graphite, if the partial

gas pressure is such to guarantee a high probability of having a NHO3 molecule in the
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left). As soon as the system moves forward from this transition region, the OH radical is

definitively adsorbed at the surface and its unpaired electron is delocalized on the graphite

surface, as shown in Fig. 5 (right).

Figure 5. Representation of the isodensity surface (0.003e-/bohr3) of the spin density of the lowest

energy singlet state in two points of the MTD trajectory. The incipient OH radical generated from

the HNO3 dissociation is stabilised by the electronic π system of the surface (left). When the C–O

bond is formed, the delocalization of the spin density over the surface is more evident (right).

2e. Formation of nitrous acid (HONO) from NO2 radical

In this section we focus the attention on the H-transfer process from the OH adsorbed on

the surface to the NO2 radical. We take as initial configuration the intermediate with the

hydroxylated surface, as described in subsection 2c. The reactants and products states  of

the H transfer  are very close  in energy,  1.5  kcal/mol apart,  even if  the two electronic

structures are substantially different. We go from an open shell, biradical system, to the

slightly more stable closed shell system, with the formation of the nitrous acid, HONO.

HONO  is  an  important  trace  gas  in  atmospheric  chemistry,  because  its  photolysis

significantly enhances the  photo-oxidation processes in the early morning, due to the rapid

production of OH radicals.
[7, 12, 59, 60]

 However, the mechanism by which HONO is formed is

not completely understood yet, despite many scientific works have been devoted to this

subject.
[7, 9, 10, 12, 60, 61]  

 Just before the H transfer, the MTD trajectory explores regions that

are only 15 kcal/mol higher in energy with respect to the minima, which means that the

energy barrier should be within this order of magnitude.   The TS search started from a

trajectory snapshot, taken soon before the tranition occurs, finds a saddle point where the
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In this section we focus the attention on the H-transfer process from the OH adsorbed on

the surface to the NO2 radical. We take as initial configuration the intermediate with the

hydroxylated surface, as described in subsection 2c. The reactants and products states  of

the H transfer  are very close  in energy,  1.5  kcal/mol apart,  even if  the two electronic

structures are substantially different. We go from an open shell, biradical system, to the

slightly more stable closed shell system, with the formation of the nitrous acid, HONO.

HONO  is  an  important  trace  gas  in  atmospheric  chemistry,  because  its  photolysis

significantly enhances the  photo-oxidation processes in the early morning, due to the rapid

production of OH radicals.
[7, 12, 59, 60]

 However, the mechanism by which HONO is formed is

not completely understood yet, despite many scientific works have been devoted to this

subject.
[7, 9, 10, 12, 60, 61]  

 Just before the H transfer, the MTD trajectory explores regions that

are only 15 kcal/mol higher in energy with respect to the minima, which means that the

energy barrier should be within this order of magnitude.   The TS search started from a

trajectory snapshot, taken soon before the tranition occurs, finds a saddle point where the
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The estimate for the activation energy, 10.2 kcal/mol, is much
smaller than that reported for the same dissociation process in
the gas phase (49.2 kcal/mol) and on the pristine graphite surface
(36.7 kcal/mol).34 This result confirms the expected catalytic
role of the defective carbon layer.
Finally, the oxidation by the direct formation of a carbonyl

group (CdO) is associated with a barrier of 24.7 kcal/mol. The
TS (TS4) is characterized by an O‚‚‚C distance of 1.73 Å, a
N‚‚‚O distance of 1.35 Å, and the C‚‚‚O‚‚‚N angle of 135.1°
(see Figure 6b). The most significant contributions to the normal
mode with the imaginary frequency come from the formation
and the cleavage of the C-O and N-O bonds (see Supporting
Information). In the presence of the vacancy, the activation
energy is significantly lower than the barrier computed for the
same process at the pristine graphite surface (62.9 kcal/mol).
This fact is a further demonstration of the catalytic role played
by the C vacancy. From the alternative metadynamics runs
leading to direct oxidation of the surface, we obtain the
following free energy barriers: 26 ( 2 kcal/mol for TS3 and
44 ( 7 kcal/mol for TS4. These values confirm the importance
of entropic contributions and indicate that the effect of the
translational entropy is similar for the three processes, thus
maintaining the same hierarchy as on the PES.
The scheme in Figure 7 summarizes the described pathways.

The minimum energy path follows the two-step mechanism
through the reduced state of the graphene layer (B), which turns
out to have a reaction rate several orders of magnitude faster
than the direct one-step oxidation at 300 K.
3. Bimolecular Decomposition of Nitric Acid on Graphene

Layers. The monomolecular mechanism proposed in the previ-
ous section is not sufficient to justify the production of water
molecules observed in the experiment. The next step of our
investigation is the study of the bimolecular decomposition
process of gas-phase HNO3, both on the pristine and on the
defective graphite surfaces. The results are discussed with
respect to the same process in the gas phase and with respect
to experimental evidence.
3.a. Bimolecular Decomposition of Nitric Acid on Graphene

Layers. The bimolecular dehydration reaction of the nitric acid
in the gas phase (process 7)

and its inverse reaction (i.e., the hydrolysis of dinitrogen
pentoxide N2O5) have been extensively investigated through
experiment63-65 as well as by theoretical modeling.66,67 In Table
2 we report the reaction energies and barriers for the dehydration
of nitric acid in the gas-phase calculated at different levels of
theory. The values predicted by DFT with the BLYP XC
functional reproduce fairly well the results obtained at the MP2/
6-311++G(3df,3pd) level. No significant difference is verified
between the results obtained by using a Gaussian-type orbital
(GTO) basis set rather than PW.
The TSs obtained at the different levels of theory show similar

characteristic structural parameters (see Figure 8). The formation
of the H2O molecule occurs by a synchronized nucleophilic
attack of the O atom of one molecule (O4) on the N atom of
the other molecule (N2). From the estimate of the entropic
effects based on the vibrational analysis, we notice that the free
energy barrier is predicted to be almost twice as large as the
barrier on the PES (Table 2, third column).
By applying the metadynamics we are able to reproduce the

dehydration of nitric acid at finite T and to estimate the
corresponding free energy barrier (∆Fq in this case because the
simulation is done in the NVT ensemble). Different sets of CV
have been tested, switching between more general CV, such as
the coordination numbers, and more restrictive CV, such as
distances.68 An additional external potential is always applied
in order to keep the distance between the two molecules within
a few Å. In all the simulations, we observe a transition region
that resembles the TS shown in Figure 8, thus indicating that
metadynamics predicts the same mechanism as standard quantum-
chemical calculations. The average free energy barrier resulting
from these simulations is 23 ( 3 kcal/mol. This value compares
fairly well with our reference value, the free energy obtained
from a static calculation with BLYP functional and GTO as
basis set (25.4 kcal/mol).
3.b. Dehydration of HNO3 on the Pristine Graphite Surface.

The same reaction is studied in the presence of the graphite
surface by a metadynamics run using three CV: the two
distances N-O and O-H, driving the bimolecular dehydration,
and the coordination number COC, to control the oxidation of

Figure 7. Energy profile reconstructed from the evaluation of the
activation barriers on the PES. The processes displayed are those
denoted in the text by the numbers 3, 4, 5, and 6.

TABLE 2: Reaction Energies and Barriers for Nitric Acid
Dehydration in the Gas Phase at Different Levels of Theorya

∆E (kcal/mol) ∆G (kcal/mol)

level of theory barrier reaction barrier reaction

MP2/6-311++G(3df,3pd)b 21.8 4.6
BLYP/6-311++G(d,p)c 14.9 5.7 24.8 4.0
BLYP/PW(MT, 70Ry)c 14.1 5.9

aMT stands for Martins-Troullier pseudopotentials. bref 67. The
values for the free energy correspond to 180 K. c Present work. The
values for the free energy correspond to 298 K. The Counterpoise
correction is included to assess the BSSE when the 6-311++G(d,p)
basis set is employed.

Figure 8. Structural parameters of the TS geometry obtained at the
BLYP level (first row, GTO; second row, PW). The indicated distances
are in angstroms. The angle between the N1O4O3 and N2O6O7 planes
is 86.3° using GTO and 86.1° using PW.

HNO3 + HNO3f N2O5 + H2O (7)
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