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Nodes: The building blocks 

The Cray XC30 is a Massively Parallel Processor (MPP) 
supercomputer design. It a distributed memory system built from 
thousands of individual shared-memory nodes.  

There are two basic types of nodes in any Cray XC30: 

ÅCompute nodes 
ÅThese only do user computation, also referred to as the ñback-endò 

ÅService/Login nodes  
Åe.g. the ARCHER ñfront-endò: login.archer.ac.uk  

ÅThese provide all the additional services required for the system to function, 
and are given additional names depending on their individual task: 

ÅLogin nodes ï allow users to log in and perform interactive tasks 

ÅPBS Mom nodes ï run and managing PBS batch scripts 

ÅService Database node (SDB) ï holds system configuration information 

ÅLNET Routers - connect to the external filesystem.  

ÅThere are usually many more compute than service nodes 



Differences between Nodes 
Compute nodes 

 

ÅThese are the nodes on which 

production jobs are executed 

ÅThey run Compute Node Linux, a 

version of the Linux OS optimised for 

running batch workloads 

ÅCan only be accessed by submitting 

jobs to a batch management system 

(PBS Pro on ARCHER) 

ÅExclusive resources, allocated (by 

PBS) to a single user at a time. 

ÅMany more compute nodes in any 

Cray XC30 than login / service nodes. 

Service/Login Nodes 

 
ÅThe node you access when you first 

log in to the system. 

ÅRun a full version of the CLE Linux OS 

(all libraries and tools available) 

ÅUsed for editing files, compiling code, 

submitting jobs to the batch queue and 

other interactive tasks. 

ÅShared resources that may be used 

concurrently by multiple users. 

ÅThere may be many service nodes in 

any Cray XC30 and can be used for 

various system services (login nodes, 

IO routers, daemon servers). 



ARCHER Layout 
Compute node architecture and topology 



Cray XC30 Intel® Xeon® Compute Node 
The XC30 Compute node 

features: 

Å2 x Intel® Xeon® 

Sockets/die 

Å12 core Ivy Bridge 

ÅQPI interconnect 

ÅForms 2 NUMA regions 

Å8 x 1833MHz DDR3 

Å8 GB per Channel 

Å64/128 GB total 

Å1 x Aries NIC 

ÅConnects to shared Aries 

router and wider network 

ÅPCI-e 3.0 

Cray XC30 Compute Node 

NUMA Node 1 NUMA Node 0 

Intel® 

Xeon® 

12 Core die 

Aries 

Router 

Intel® 

Xeon® 

12 Core die 

Aries NIC 

32GB  32GB 

PCIe 3.0 

Aries 

Network 

QPI 

DDR3 



Terminology 
ÅA node corresponds to a single Linux OS 
Åon ARCHER, two sockets each with a 12-core CPU 

Åall cores on a node see the same shared memory space 

ÅARCHER comprises many 24-core shared-memory systems 

Åi.e. maximum extent of an OpenMP shared-memory program 

 

ÅPackaging into compute nodes is visible to the user 
Åminimum quantum of resources allocation is a node 

Åuser given exclusive access to all cores on a node 

ÅARCHER resources requested in multiples of nodes 
 

ÅHigher levels (blade/chassis/group) not explicitly visible 
Åbut may have performance impacts in practice 
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Cray XC30 Dragonfly 

Topology + Aries 



Cray Aries Features 
ÅScalability to > 500,000 X86 Cores 

Å Cray users run large jobs ï 20-50% of system size is common 

Å Many examples of 50K-250K MPI tasks per job 

Å Optimized collectives MPI_Allreduce in particular 

ÅOptimized short transfer mechanism (FMA) 
Å Provides global access to memory, used by MPI and PGAS (OpenSHMEM, UPC, Fortran coarrays, ...) 

Å High issue rate for small transfers: 8-64 byte put/get and atomic memory operations in particular 

ÅHPC optimized network  
Å Small packet size 64-bytes 

Å Router bandwidth >> injection bandwidth 

Å Adaptive Routing & Dragonfly topology 

ÅConnectionless design 
Å Doesnôt depend on a connection cache for performance 

Å Limits the memory required per node 

ÅFault tolerant design 
Å Link level retry on error 

Å Adaptive routing around failed links 

Å Network reconfigures automatically (and quickly) if a component fails 

Å End to end CRC check with automatic software retry in MPI  



Cray XC30 Rank1 Network 
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o Chassis with 16 compute blades 

o 128 Sockets 

o Inter-Aries communication over 

backplane 

o Per-Packet adaptive Routing 


