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A day in the life of a PBS job 

Batch script written 

with a text editor 

Submitted to the 

PBS batch system 

using qsub 

Held in a queue 

until able to run 

Executed 

Parallel jobs 

launched from script 

Completed and 

job output written 



Conception: batch script written é 

ÅWhat is a batch script? 

Åa list of commands that are executed in order exactly as if you 

typed them into the shell on the command line 

Årecommended to use bash 

ÅLines starting ñ#ò are comments 

ÅExcept é 

Å#!  is special to operating system 

Å#!/bin/bash -- login  # Run script as if a bash login session 

Åand 

Å#PBS is special to batch system 

Å#PBS ïN myjob         # Pass on as arguments to qsub 

 



Great! So I can run the 

batch script in advance to 

check it works since itôs 

just a bunch of commands 

Iôm afraid itôs not 

that simple 

Why? Your batch script runs on a 

different computer in a 

different environment 

So some commands 

that work on the 

login nodes wonôt 

work under PBS? 
Actually, some commands 

that donôt work on the login 

nodes will work under PBS 

L 



Birth: submitted to batch system 

  user@archer > qsub  ïl select=6 myjob.pbs  

  123456.sdb  

 

ÅPBS takes a copy of your batch script and stores it 

Åascertains resource requirements (e.g. no. of nodes) 

Åfrom command line arguments or from #PBS lines 

Åother resources: - l walltime =03:00:00  

 

ÅJob is queued until resources are available 

Åquery status with qstat  ïu < myusername > 

Åjob status set to ñQò 

 

 

 

 

 

 

 



Resource selection 

ÅUnlike some systems, most jobs go to a single queue 

Åsome special queues, e.g. for short and long jobs 

Åsee later 

 

ÅJobs scheduled entirely on requested resources 

Åi.e. run time and number of (24-core) nodes 

 

ÅCan specify high memory, e.g for 6 nodes 

Å#PBS ïl select=6:bigmem=true  

 

 

 



Great! So I can edit the 

same job script and 

resubmit straight away? 

Iôm afraid itôs not 

that simple 

Why? 

Youôre probably running an executable 

from the script and it will see the 

version thatôs there at run time - OK for 

a package but not if youôre recompiling 

How does it decide 

when to run my job? 

Itôs a balance of your requested 

number of nodes and the 

runtime compared to all the 

other jobs in the system 

So I should take care 

when specifiying these? 
Yes ï donôt ask for huge 

amounts of runtime if 

you donôt need it! 



Childhood: job script runs 

ÅA set of compute nodes is reserved for your job 
Åbut your batch script is actually executed on the MOM nodes 

Åbackronym for ñMachine Oriented Mini-serverò 

Åqstat job status set to ñRò 

 

ÅThe only way to access the compute nodes is with aprun 
 

 #PBS ïN myjob  

 ...  

 # Now run the job (assume I used select=6)  

 aprun  ïn 144 mympiprogram  

 
 

 
 

 

 

 

 

 



login nodes 

mom nodes 

compute nodes 

Operating 

Systems 



login nodes 

mom nodes 

compute nodes 

Job flow 



Adulthood: parallel jobs 

ÅCompute nodes reserved for duration of job 
ÅPBS doesnôt care if/how you use them! 

Åall commands from batch script executed on MOM node 

Åaprun on MOM node causes parallel jobs to run on compute nodes 

 

ÅDo production runs in / work/  filesystem, not / home/ . 
Å$PBS_O_WORKDIR is where the job was submitted from 

 

Åaprun  does the following 

Åbroadcasts the executable to all the compute nodes 

Ågathers the standard outputs / errors from all the PEs 

 

 

 

 

 




