Welcome!

Virtual tutorial starts at 15:00 BST
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PBS Job Submission
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A day In the life of a PBS job

G > Submitted to the

PBS batch system
Batch script written

using gsub
with a text editor
Held in a queue

@ until able to run
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job output written ‘
@I Parallel jobs QJ
launched from script
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Conception: batch scriptwr 1 t t e n

What is a batch script?

a list of commandsthat are executed in order exactly as if you
typed them into the shell on the commandline

recommendedto use bash

Lines starting “#” are comme
Except

#! iIs special to operating system

#!/bin/bash -- login # Run script as if a bash login session
and

#PBS is special to batch system

#PBS T N myjob # Pass on as arguments to gsub
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4 )

Great! So | canrunthe
batch scriptinadvanceto

check 1t work
justabunch of commands

[ Why?
Z—

" So some commands )
thatworkon the
| ogi n nodel]s wonot

%rkunder PBS?
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Birth: submitted to batch system

user@archer > qsub 1711 select=6 myjob.pbs
123456.sdb

PBS takes a copy of your batch script and stores it

ascertains resource requirements (e.g. no. of nodes)
from command line arguments
from #PBSlines

other resources: -1 walltime =03:00:00

Job is queued until resources are available
gstat job statussetto “ Q”
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4 )

Great! So | can editthe
same job scriptand
resubmit straight away?

How does it decide
when torun my job?

So I should take care
when specifiying these?
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Childhood: job script runs

A set of compute nodes is reserved for your job
but your batch script is actually executed on the MOM nodes
backronymf or “ M@rered Wigl-s er ver "’
gstat job statussetto “ R”

The only way to access the compute nodes is with aprun
#PBS TN myjob

# Now run the job (I have used select=6)
aprun Tn 144 mympiprogram
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Operatlng oooo oooo oooo

Systems oooo oooo goooo
— compute nodes D

‘ oooo ‘ oooo
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oooo oooo oooo
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/ @ mom nodes
(/_
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oooo ooon oooo

Job flow

oooo

ooon

oooo

%ﬂm% [

mom nodes %
logiin nodes
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Adulthood: parallel jobs

Compute nodes reserved for duration of job
PBS doesn’t care 1 f/ how you use
all commands executed on MOM node
aprun on MOM node causes parallel jobs to run on compute nodes

aprun does the following

broadcasts the executable to all the compute nodes
gathers the standard outputs from all the PEs
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— compute nodes D
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%ﬂm:ﬁ gﬂmzd /
mom nodes
login nades

J—llwork/ =y

N

N

epcc

~
o
)




Retirement: the end of your job

Job finishes

after t he al |l t hhe commands I n sc
o r walleloek limitis exceeded

All running parallel jobs are killed
e.g. wallclock exceeded or aprun running in background (see later)

Standard outputs collated
written to myjob.0123456

gstat) ob status set to “E” for
then disappears
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aprun

Can issue multiple a p r uima smgle job
single job + many a p r unmay & better than many jobs

#PBS i | select=6 # 6*24 = 144 cores

aprun 1n 144 mympiprogram datasetl
aprun 1n 144 mympiprogram dataset2
aprun 1n 144 mympiprogram dataset3
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aprun Is quite clever

Can manage multiple parallel jobs simultaneously
e.g. imagine we had 4 runs each using 72 cores

#PBS 1 | select=6 # 6*24 = 144 cores

aprun 1in 72 mympiprogram datasetl
aprun Tn 72 mympiprogram dataset2
aprun in 72 mympiprogram dataset3
aprun 1n72 mympiprogram dataset4
# Incorrect! I all these run sequentially
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Multiplea p r umnthe background (1)

aprun 1n7v72
aprun 1n7/2
aprun 1n72
aprun 1n7v72

# | ncorr
# cCcomman
# Final aprun

# reaches end and finishes,

mympiprogram datasetl &
mympiprogram dataset2 &
mympiprogram dataset3 &
mympiprogram datasetd &
ect: nNnJob finishes
ds I n script have
returns immediately, script

apr unlalled.
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Multiplea p r umnhe background (i)

aprun in72 mympiprogram datasetl &
aprun 1in72 mympiprogram dataset2 &
aprun 1Tn72 mympiprogram dataset3 &
aprun 1n72 mympiprogram dataset4

# Incorrect: script finishes when dataset4
# finishes, but other datasets may still be
# running at that time.
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Multiplea p r umnhe background (lir)

aprun
aprun
aprun
aprun

wait

# Correct!

in72
in72
In72
in72

mympiprogram
mympiprogram
mympiprogram
mympiprogram

# processes are complete

datasetl
dataset2

dataset3
dataset4

R R0 Ro Ro

nwaito bl ocks unt i
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Task farms with aprun

aprun 1in72 mympiprogram datasetl &
aprun Tn 36 mympiprogram dataset2 &
aprun 1Tn72 mympiprogram dataset3 &
aprun Tn 36 mympiprogram dataset4 &
aprun 1Tn36 mympiprogram dataset5 &

wait

# ordering might be: 1, 2,4, 3,5
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4 )

why can my job script
see my home files but
my MPI program can

only see my work files?

4 )
why can | store my MPI

executablein /home but
notits inputfiles?

I g

how do "interactive"
batch jobs work?
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Goodbye!

Virtual tutorial has finished
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